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Abstract

The AES (Advanced Encryption Standard) is a new block
cipher standard published by the US government in Novem-
ber 2001. As a consequence, there is a growing interest
in efficient implementations of the AES. For many appli-
cations, these implementations need to be resistant against
side channel attacks, that is, it should not be too easy to
extract secret information from physical measurements on
the device. This article presents the first results on the fea-
sibility of power analysis attack against an AES hardware
implementation. Our attack is targeted against an ASIC im-
plementation of the AES developed by the ETH Zurich. We
show how to build a reliable measurement setup and how to
improve the correlation coefficients, i.e., the signal to noise
ratio for our measurements. Our approach is also the first
step to link a behavior HDL simulator generated simulated
power measurements to real power measurements.
Keywords: AES, power analysis attack

1 Introduction

The block cipher Rijndael [5] has become the Advanced
Encryption Standard (AES) [11] in November 2001. The
AES will replace the aging DES algorithm [12] in a broad
variety of applications. One can anticipate that AES in the
next years will become a world-wide the facto standard with
an even wider use than the DES.

∗This work was supported by Concerted Research Action GOA-
MEFISTO-666 of the Flemish Government, by the FWO “Identification
and Cryptography” project (G.0141.03) and by the FWF “Investigations of
Simple and Differential Power Analysis” project (P16110-N04).

During the AES selection process, the security of Rijn-
dael was evaluated with respect to all types of attacks.
While being resistant to the classical cryptanalytic meth-
ods, it turned out that so-called implementation attacks are
a serious threat against naive implementations of the Rijn-
dael algorithm. Implementation attacks refer to a new class
of cryptanalytic methods, which are aimed against imple-
mentations of cryptographic primitives. Power analysis at-
tacks are passive implementation attacks. Kocher et al. have
shown they are very effective and relatively cheap to con-
duct in practice [9]. However, most scientific and public
available literature discusses these attacks only for a theo-
retical view point, such as in [3]. This article compares the
different AES candidates with respect to the vulnerability
of their key scheduling routines to power analysis attacks.
Only [4] and [10] report practical implementations of at-
tacks. Both articles deal with software implementations on
a smart card [4] or a micro-controller [10]. To our knowl-
edge, there exists no publication on practical implementa-
tions of power analysis attacks on dedicated hardware im-
plementations of the AES.

This article, demonstrates the feasibility of power anal-
ysis attacks against hardware implementations of the AES.
Our attack is targeted against an ASIC implementation of
the AES developed by the ETH Zurich.

The remainder of this article is organized as follows. In
Section 2, we briefly introduce power analysis attacks in-
cluding some mathematical background and a short discus-
sion of the challenges of their practical implementation. In
Section 3, we describe the ASIC implementation and the
measurement setup. In Section 4, we discuss attacks on
simulated measurement data. The same attacks are then
performed successfully with real measurement data in Sec-
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tion 5. Based on these results we draw some conclusions in
Section 6.

2 Power Analysis Attacks

Traditionally, the main task of cryptographic hardware is
the acceleration of operations frequently used in cryptosys-
tems or the acceleration of a complete cryptographic algo-
rithm. In applications, hardware devices are also required to
store secret or private keys securely. Hence, a cryptographic
device must prevent the extraction and other sensitive infor-
mation. Active attacks targeting the keys in cryptographic
devices are commonly referred to as tamper attacks; they
have long history in the field of cryptography [2].

Passive attacks were recognized in the cryptographic
community as a major threat in 1996, when the first article
about timing attacks [8] was published. In a passive attack,
the adversary uses the standard functionality of the cryp-
tographic device. The physical and/or electrical effects of
the functionality on the device are then used for the attack.
There are many different types of effects, such as operation
time, power consumption, electromagnetic radiation, etc. If
these effects unintentionally deliver information about the
key which is used inside the device, then they deliver side-
channel information and are called side-channels.

Nowadays, CMOS is by far the most commonly used
technology to implement digital integrated circuits. The
dominating factor for the power consumption of a CMOS
gate is the dynamic power consumption [7]. Two types of
power consumption leakage can be observed. The transi-
tion count leakage gives information about the number of
changed bits, while the Hamming weight leakage is related
to the number of 1 bits being processed simultaneously.

Two types of power analysis attacks are distinguished. In
a simple power analysis (SPA) attack, an attacker uses the
side-channel information from one measurement directly to
determine (parts of) the secret key. In this article, we dis-
cuss differential power analysis (DPA) attacks. They use
many measurements to filter out noise. While SPA exploits
the relationship between the executed operations and the
power leakage, DPA exploits the relationship between the
processed data and the power leakage.

The first practical implementation of a power analysis at-
tack on the DES was reported in [9]. Since then, some com-
panies and universities have developed the skills to conduct
these measurements in practice; these skills include knowl-
edge about statistics, the properties of the attacked crypto-
graphic algorithm, and the measurement setup.

Several countermeasures against SPA and DPA attacks
have been proposed so far. For the AES, some rather effi-
cient proposals have been published in [1, 6, 13].

2.1 Theoretical Background

In DPA, an attacker uses a so-called hypothetical model
of the attacked device. The quality of this model is depen-
dent on the knowledge of the attacker. The model is used
to predict several values for the side-channel output of a de-
vice.

These predictions are compared to the real, measured
side-channel output of the device. Comparisons are per-
formed by applying statistical methods on the data. Among
others, the most popular are the distance-of-mean test and
the correlation analysis. We decided to use the correla-
tion analysis in our attack. For the correlation analysis, the
model predicts the amount of side-channel leakage for a cer-
tain moment of time in the execution. These predictions are
correlated to the real side-channel output. This correlation
can be measured using the Pearson correlation coefficient
can be used. Let ti denote the ith measurement data (i.e.
the ith trace) and T the set of traces. Let pi denote the pre-
diction of the model for the ith trace and P the set of such
predictions. Then we calculate

C(T, P ) =
E(T · P ) − E(T ) · E(P )

√
V ar(T ) · V ar(P )

. (1)

Here E(T ) denotes the expectation (average) trace of the
set of traces T and V ar(T ) denotes the variance of a set of
traces T . If this correlation is high, it is usually assumed that
the prediction of the model, and thus the key hypothesis, is
correct.

2.2 Practical Challenges

When conducting power analysis attacks in practice, we
need to deal with several technical difficulties. One of the
most important issues is how to obtain good, i.e., relatively
noise free, measurements. The more noisy the obtained
measurements are, the worse the statistical evaluation work
and the more measurements are needed.

Another practical challenge is the complexity of the mea-
surement setup. Such a setup typically consists of the at-
tacked device, some monitoring tool (i.e. the scope) and
some tools to operate the attacked device (for example a
smart card reader or a chip tester). In addition to the hard-
ware components, we need several software tools that han-
dle the communication between the hardware devices.

Hence, if one performs such an attack in practice, one
needs to be sure that, if the analysis fails, this is because
there is not enough side-channel leakage and not because
there is a bug in one of the components of the measurement
setup. Therefore, the first step in evaluating a device against
side-channel attacks is to simulate attacks. As they are vir-
tually noise free, and they only involve some of the parts of
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the complete system, they allow to estimate how difficult a
real attack will be.

3 Measurements on the AES chip

The AES operates on 128-bit data blocks and supports
three key sizes (128, 192, and 256 bits). The encryption
operation consists of four operations: SubBytes, ShiftRows,
MixColumns and AddRoundKey. These four operations
compose one encryption round. For 128-bit keys, the en-
cryption operation starts with a single AddRoundKey oper-
ation followed by 9 identical encryption rounds. There is
a slightly different final encryption round without the Mix-
Columns operation.

3.1 Fastcore

Fastcore is an efficient ASIC realization of the AES
algorithm in a standard 0.25 µm CMOS process with
en/decryption rates in excess of 2 Gb/s.1 Fastcore contains
two separate datapaths for the encryption and decryption
operations. Figure 1 shows a simple block diagram high-
lighting the encryption datapath structure of Fastcore. The
encryption operation is performed on 128-bit values in par-
allel internally, but the external chip interface is limited to
16 bits for plaintext and ciphertext. The input and output
buffers are used to store plaintext and ciphertext values and
transfer them to/from the chip respectively. Each encryp-
tion round requires a round key, that is generated from the
encryption key using a key schedule algorithm. The key
schedule routine is implemented in the Key Expansion Unit.
The round keys in Fastcore are generated on-the-fly, parallel
to the encryption operation.

In Fastcore, the order of SubBytes and ShiftRows has
been changed and the first ShiftRows operation has been
moved to the initial AddRoundKey operation. The result
is a functionally equivalent, but slightly different encryp-
tion round structure seen in Figure 1. This transformation
allows a more efficient implementation in hardware. The
last encryption round shares the SubBytes operation with
the standard encryption round followed by an additional Ad-
dRoundKey operation.

3.2 Measurements

The measurement setup consists of an HP83000 test sys-
tem to provide the chip with the required inputs such as
clock, data, key, control, etc., signals and a Tektronix 784C
sampling oscilloscope with a Tektronix CT-1 current probe
to measure the supply current. Fastcore uses two separate

1Fastcore was developed by Dominique Gasser and Franco Hug of the
Integrated Systems Laboratory of the ETH Zurich.
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Figure 1. Block diagram highlighting the en-
cryption path of the Fastcore crypto-chip

power supplies, a 3.3V supply for I/O and a 2.5V supply for
the core cells. Only the core power supply has been mea-
sured. In order to reduce switching noise, all measurements
were averaged over 16 times.

The HP83000 has been configured to perform an entire
test run. Such a test run consists of initializing the crypto-
chip, loading the encryption key, sending 10 000 plaintexts
and comparing the results with expected values. Because,
the sampling oscilloscope can not sample the entire test run,
the test system has been configured to generate a separate
trigger signal at the beginning of each encryption operation.
This signal has been used to sample and store the current
multiple times for the clock cycles at and around the desired
round of the encryption operation.

Fastcore contains a large number of functional blocks
that can operate in parallel. Special care has been given
to ensure that all unrelated blocks are either idle or compute
the same results during the encryption operation. The de-
cryption datapath is stalled and data I/O is not performed
during encryption. The only other block that is active dur-
ing an encryption operation is the key expansion unit. Since
the same key is used throughout the measurement, the key
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expansion unit calculates exactly the same intermediate re-
sults for the same encryption round. The test vectors ensure
that of the 2 758 flip-flops present in the Fastcore, only 128
flip-flops of the encryption round register have data depen-
dent values and contribute to the difference in the power
consumption.

4 A DPA attack using simulated data

The target for our DPA attack were the 8 most significant
bits (MSBs) of the Register in Figure 1 after the initial
key addition operation. Because the key used for this oper-
ation is the original key for encryption and the Shift Rows
operation does not change the position of the 8 MSBs of the
result of the AddRoundKey operation, we decided to predict
the power consumption of during the storage of these MSBs
in the Register.

We have tried our attack with simulated data before mak-
ing real measurements. This approach enabled us to esti-
mate the difficulty of a real attack, i.e., an attack using real
measurements. To predict the dynamic power consumption
of the Register, behavioral HDL simulations of Fastcore
were used. An advantage of this approach is that it allows
to simulate attacks in an early stage of the design flow.

In the first step of this simulated attack, we have pro-
duced a so-called simulated power consumption file. For
this purpose, we have chosen N random plaintexts and one
fixed, but random key. After each encryption round (clock
cycle), the simulator has written the total number of bit-
changes between the previous and the current values of the
Register to this file. Hence, the simulator has produced
a file which contains a N × 10 matrix (N = 10 000), M1,
with values between 0 and 128.

In the second step, we have chosen the M MSBs of
the Register. For the same plaintexts and key as in the
first step, the simulator has calculated the total number of
bit-changes between the previous and the current values of
these M MSBs of the Register for the initial key addi-
tion. This result was stored in a file as an N ×1 matrix, M2,
which contains values between 0 and M . In this particular
experiment, we have chosen M as 8.

Then, we have calculated the correlation between all the
columns of M1 and M2 as follows:

ci = C(M1(1 : N, i),M2), (2)

where i = 1, . . . , 10 and M1(1 : N, i) denotes the ith col-
umn vector of matrix M1.

In step 1 and step 2, the same plaintexts and the same key
were used. The only difference between the two steps is the
difference in the number of bits taken into account when
counting the number of bit-changes. Hence, the values gen-
erated in step 2 are a prediction for the values calculated in

the initial key addition of step 1. If the calculations are cor-
rect, the correlation coefficient of M2 and the first column
of M1 (which corresponds to the initial key addition) must
be significantly higher than the correlation coefficients of
M2 and all other rows of M1. Figure 2 shows that this is
indeed the case.
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Figure 2. The correlation between all the
columns of M1 and M2

In the third step, we have repeated the second step with
a different value for the key. Hence, we have produced an
output file containing the matrix M3. As in step 2, we cal-
culated the correlation coefficient of M1 and M3:

ci = C(M1(1 : N, i),M3), (3)

where i = 1, . . . , 10.
As we used another key to produce M3, we expect no

correlation between the columns of the matrices M1 and
M3. Figure 3 shows that this is indeed the case. We con-
clude that our model, which consist of using predictions of
the behavior HDL simulation, makes correct predictions for
the real behavior of the Fastcore chip.

In the fourth and last step, we have extended the exper-
iments made in step 2 and step 3 in such a way that a full
DPA attack on L = 8 bits was performed. Hence, we cal-
culated an N × 2L matrix M4. Each column of the ma-
trix M4 contains the prediction for the bit-changes in the
Register for a particular guess of the L attacked key
bits of the initial key addition. Equation (4) shows how we
can calculate the correlation coefficients between the pre-
dictions of all the possible keys and the first column of M1:

ci = C(M1(1 : N, 1),M4(1 : N, i)), (4)

where i = 0, . . . , 2L − 1.
From the previous steps we can expect that only one

value, corresponding to the correct L key bits, leads to a
high correlation coefficient. Figure 4 shows that this expec-
tation is fulfilled.
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Figure 3. The correlation between all the
columns of M1 and M3
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Figure 4. The correlations between the first
column of M1 and M4

We have already demonstrated that our attack setup
works well together with our model. The only question that
remains is how many measurements N are at least needed
to determine the correct key. In order to determine this min-
imum, we calculated the correlation coefficient between M1

and M4 for different values of N :

ci,j = C(M1(1 : i, 1),M4(1 : i, j)), (5)

where i = 1, . . . , 10 000 and j = 0, . . . , 2L − 1.
As shown in Figure 5, after approximately 400 plaintexts

the right L MSBs can be distinguished from the wrong L
MSBs. Hence, for the simulated attack, 400 measurements
are sufficient to find the correct L MSBs of the key.

5 A DPA attack using the measured data

In this section, we present the results of our DPA attacks
on Fastcore using real, measured data. We have let Fastcore
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Figure 5. The correlation between the first col-
umn of M1 and all the columns of M4 for dif-
ferent number of measurements

encrypt the same N plaintexts with the same key as used in
the first step of Section 4. The initial key addition opera-
tion occurs during the first clock cycle. The result of this
operation is written into the Register at the rising edge
of the second clock cycle. Hence, we have measured the
power consumption of Fastcore during the first two clock
cycles of the encryption operation. The clock frequency ap-
plied to the chip was 2 MHz and the sampling frequency of
the oscilloscope was 1 GHz. Hence, 500 samples were ac-
quired per clock cycle. With these measurements, we have
produced a N × 1 000 matrix, M5. The power trace of one
of these measurements, is shown in Figure 6.
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Figure 6. The power trace of the 50th mea-
surement

In order to identify the correct L MSBs of the key we
have used the correlation coefficient again. We have ap-
plied a pre-processing technique to reduce the noise in the
acquired measurements and to reduce the amount of mea-
surement data. The pre-processing technique essentially
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consists of averaging. We have calculated the mean values
of the measurement data in the first and the second clock
cycles as follows:

ei,j = E(M5(i,D ∗ (j − 1) + 1 : D ∗ j)), (6)

where i = 1, . . . , N , j = 1, 2. D is the number of data
points measured during one clock cycle. M5(i, D ∗ (j −
1) + 1 : D ∗ j) is the vector which is made of the ith row
and the columns between D ∗ (j − 1) + 1 and D ∗ j of
M5. As the mean value of a clock cycle consists of the DC
component of the current (which consists of a lot of noise),
we can remove parts of the noise by subtracting the mean
values of two clock cycles. The matrix M6(i) = ei,2 − ei,1,
where i = 1, . . . , N , contains the result of this computation.
We used these pre-processed measurements as input for our
correlation analysis:

ci = C(M6,M4(1 : N, i)), (7)

where i = 0, . . . , 2L − 1.
As shown in Figure 7 the highest correlation occurs at

i = 153. This value corresponds to 0x99 which are the 8
MSBs of the key.
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Figure 7. The correlation between the
columns of M4 and M6

The critical path of Fastcore is around 7 ns. Thus, only
the first data points of a measurement contain information
which is directly related to the attacked operation. Hence,
we decided to reduce the amount of data points for the pre-
processing step.

In order to determine the minimal number of data points
that contain relevant information, i.e., information on the
initial key addition, we have calculated the correlation co-
efficient between pre-processed measurement data (for a
varying amount of data points in one clock cycle) and the
column corresponding to the correct key of M4:

M7(i,j)=E(M5(i,D+1:D+j))−E(M5(i,D+1−j :D)),
(8)

where i = 1, . . . , N and j = 1, . . . , D and

ci = C(M7(1 : N, i),M4(1 : N, 153)), (9)

where i = 1, . . . , D. Figure 8 shows that the correlation is
highest when we use 50 data points around the rising edge
of the second clock cycle.
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Figure 8. The correlation between 153th col-
umn of M4 and all the columns of M7

Figure 9 depicts the correlation coefficients between all
the columns of M4 and the pre-processed data in column
50 of M7. This figure shows clearly that the peak corre-
sponding to the correct key becomes higher while the peaks
corresponding to the incorrect key guesses stayes constant.
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Figure 9. The correlation between all the
columns of M4 and the 50th column of M7

As in Section 4, N was taken as 10 000. However, we
are interested in the smallest number of measurements that
allow for a successful attack. In order to find the minimal
number of measurements, we have calculated the following
correlation coefficients:

ci,j = C(M7(1 : i, 50),M4(1 : i, j)), (10)
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where i = 1, . . . , N and j = 0, . . . , 2L − 1.
It is shown in Figure 10 that after approximately 4 000

measurements the correct and the wrong 8 MSBs of the key
can be distinguished.
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Figure 10. The correlation between all the
columns of M4 and 50th column of M7 for dif-
ferent number of measurements

6 Conclusions and future work

We have presented the first public implementation of a
DPA attack on a hardware implementation of the AES. We
have shown how to build a reliable measurement setup and
how to improve the correlation coefficients, i.e., the signal
to noise ratio for our measurements. Due to the results of
the simulated attack and the real attack, we conclude that
the chip tester, which we used in our measurement setup,
introduces a considerable amount of noise in our measure-
ments (we needed 160 times more measurements in the real
attack than in the simulated attack). Hence, we plan to de-
velop a less noisy solution to conduct measurements in the
near future.

Our approach forms a first step to link real and simulated
power measurements. This is very important for designers
of cryptographic hardware, as it allows them to estimate the
vulnerability to power attacks in a very early stage of the
design flow. This can bring important security and cost ben-
efits.
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